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ABSTRACT

In this paper, a new formulation for power system state estimation is proposed. The formulation is based on
regularized least squares method which uses the principle of Thikonov’s regularization to overcome the
limitations of conventional state estimation methods. In this approach, the mathematical unfeasibility which
results from the lack of measurements in case of ill-posed problems is eliminated. This paper also deals with
comparison of conventional method of state estimation and proposed formulation. A test procedure based n the
variance of the estimated linearized power flows is proposed to identify the observable islands of the system.

The obtained results are compared with the results obtained by conventional WLS method
Keywords — Covariance matrix, observability, power flow variance, regularized weighted least squares,

weighted least squares, Thikonov regularization

I. INTRODUCTION

The aim of state estimation(SE) is to estimate
the state of a power system accurately based on the
various real time information and measurements
available. The earliest model of state estimation was
developed by Schweppe and Wildes [1]. Since then
SE has been modeled into three major functions:
observability analysis and restoration, state
estimation and gross error detection. These three
functions are usually executed separately but are
related to each other and combination of these three
functions determines the operation and control of the
power system.

The observability analysis is basically a
function that deals with the solvability of the
problem of state estimation. It involves the diagnosis
of whether the available set of measurements is
sufficient to estimate the state of the system. Though
the measurement system is planned to ensure system
observability, some unpredictable situations (such as
failure of the system components, malfunctioning,
accidents etc.) may make the system not completely
observable for different time periods there by
resulting in some unobservable parts in the system
[2]. The identification of these unobservable parts
may help in restoration of system observability by
injecting adequate pseudo measurements (restoration
phase). Various numerical and topological methods
have been developed for observability analysis of
power system as seen in [2]-[3] and [4].

After the observability of system is ensured and
solvability is verified, the state estimator provides
the best estimate of system operating conditions.
Most of the SE programs are formulated as an over-
determined system of non-linear equations and then
solved with normal equations as in [1], [5]-[6].

Finally bad data or gross error analysis is
carried out to detect the measurement errors and
remove/correct the gross errors in the measurements.
Several bad data identification methods are based on
calculation of normalized residuals or normalized
Lagranges multipliers [7].

Considering the advances in state estimation so
far, this paper introduces an improvement in
classical WLS method of state estimation. The aim
has been to develop a mathematical formulation of
state  estimation regardless of observability
conditions. This methodology contrasts the classical
methods where observability is carried out as an
initial and separate analysis and eventually
identifying missing measurements to restore
observability before estimating the state of the
system. The unfeasibility caused by lack of
measurements is eliminated in this method by using
regularized least squares model [8], ensuring the
method is able to provide state of the system.
Besides, the observability analysis is carried out by
analysis of variances of the estimated parameters.
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In summary, the contributions of the paper are
two fold: 1) To propose a new mathematical
formulation of power system state estimation which
can be applied to both observable and unobservable
power systems and its comparison with conventional
WLS method and 2) identification of un-observable
islands of the power system based on variance
analysis of estimated parameters.

This paper is organized as follows: In section II,
the new regularized state estimation model is
presented. In section Ill, the procedure to find the
observable islands is addressed. Proposed algorithms
are presented in section IV. Tests and results with 3-
bus DC, 3-bus AC, IEEE 14-bus and IEEE-30 bus
system are presented in section V. Finally in section
V1, conclusions are drawn.

Il. REGULARIZED STATE ESTIMATOR
Consider the following measurement model:

z=h(x)+w (1)

where z is an m- vector containing
measurements, x is an n-vector containing the true
state, h(.) is an m-vector of non-linear functions
relating measurements to state, and w is the
measurement error vector.

Assuming that measurement vectors are
independent, the covariance matrix R,, is a diagonal
matrix with variances (s?) in the ith diagonal
position. m is the number of measurements and n is
the number of state variables. The classical state
estimation using weighted least squares (WLS)
formulation obtains the estimate, which minimizes
the index

I = [z- h(x)] W[z - h(X)] )

Where, W = R,%. The estimate # can be obtained
only if number, the type and the location are enough
to ensure the system observability.

Suppose that voltage magnitudes and
voltage measurements exist in all buses. These
measurements are denoted by u. In this situation, the
problem becomes feasible meaning that the system
is observable. Additionally, let us separate voltage
measurements (real or pseudo) from rest of
measurements (z) in the following way:

TR R < P
an
Z—h(ic_)

Az=[u_x

where S is the diagonal weighting matrix associated
to voltage measurements whose entries are inverse
of the measurement variances. The above non linear
problem can be solved by Gauss-Newton method
which results in following iterative procedure:

(H'W HAR® = HW Az(%Y)
RV = RV 4+ ARV
©))

where,
_  0n(® ,
7o (A) .
ox

and Jacobian matrix of the available measurements
given by

H = 0h(®)/ 0%

I, is an identity n-matrix. The above equation can be
transformed as:

(HWH +S)A2" = HW(z - h(®")) + S(u— 2")
4)

This is equivalent to particular form of the multi-
objective non-linear least squares problem in a
weighted sum formulation:

Min J + S|ju — x| ()

Equation (5) is known as Thikonov
Regularization [8], [9] or simply regualarizes least
squares, which is employed for regularization of ill-
posed problems. The diagonal weighting matrix S is
known as Thikonov factor. By definition, S is non-
singular, which makes the system represented by (4)
always feasible as (H'WH + S) has full rank thereby
making the power system always observable.

Thus proper adjustment of S and W to
minimize equation (5) will help in estimating the
state of an unobservable system. Foe example, if the
weighing factors of the real measurements are
assigned by typical values and variances of pseudo
measurements are considered to be small, thereby
making pseudo measurements with large variances,
solution can always be obtained with proposed
model, although it cannot be ensured that state
estimation at un-observable islands is reliable.

The main objective of the new formulation
is to obtain precision of the estimated state on
observable islands. On the other hand, as the
estimated state of un-observable islands may be
imprecise, thus these islands need to be identified
accordingly which is carried out by the observability
analysis proposed in next section.
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I1l. OBSERVALBILITY ANALYSIS

The above proposed algorithm solves the
unfeasibility of lack of measurements in estimating
the state of the system. But as the model assumes
pseudo measurements with large variances at all
buses without voltage measurements, it poses a new
problem to identify the un-observable islands in the
system.

As it is assumed that power flows with large
variances are injected as pseudo measurements at all
buses without voltage measurements, the estimated
values at these un-observable islands may be
imprecise. This perspective based on the evaluation
of the variances of estimated parameters is used to
identify the un-observable islands of the system.

Here, the main idea is to calculate the calculate
the confidence interval of the estimated power flow.
The confidence interval is a function of the standard
deviation of estimated power flow on the
corresponding branch and is calculated using the
linearized model of power flow on branch k-m by:

= ~ 1 1 ,

pkm = (gk _em) = € kmé (6)

Xkm Xkm

where X, is the branch resistance, 6 is the vector
with estimated voltage angles, and ey, is a vector
with elements 1 and -1 in positions k and m,
respectively. Thus an un-observable branch will
result in high confidence interval as compared with
observable branch.

The covariance matrix (©) of 6 is the inverse of
gain matrix (G) given as follows:

6= (H,pe Wp@ Hp@)_l
or

’ -1
0= (H pb ng Hpg + Spg) (7)

It can be observed that, this covariance matrix is a
full ranked matrix. However, for calculation of
variances of estimated power flows, only few
elements are  necessary. Only  elements
corresponding to existing branches plus diagonal
elements are required. Therefore these calculations
can be done effectively with sparse inverse matrix
methods as proposed in [16] for bad data processing.
The sparse inverse matrix can be calculated after or
prior to state estimation and all observable and un-
observable branches can be identified.

The variance of (6) is given by

2 '
JPkm - x}% €km eEk-m
m

which may be represented in matrix form by

1
op, = ?[ekk + Omm — 2645 ]
m

(®)

According to (7) and (8), the variances of the
estimated power flows depend on the weighting
factor. Therefore it is important to verify the
behavior of these estimated variances for different
measurements and pseudo measurement variance
values.

IV. ALGORITHMS FOR STATE ESTIMATION
AND OBSERVABILITY ANALYSIS
Algorithm 1 provides the  proposed
methodology for identification of observable islands.

Unlike classical approaches, this can be executed
before or after state estimation.

Algorithm 1: Observability Analysis

1. Calculate the covariance matrix O,
according to (7);

2. Calculate the power flow variances for
all branches o°, according to (8);

3. If
6’ <1, then
branch k-m is observable.
4. Else
branch k-m is unobservable.
5. endif

Usually in cases where the network
topology is symmetrical and the branches are
represented by unitary reactances, it is advantageous
to remove the irrelevant injections before classifying
branches to eliminate their impact on results. The
irrelevant injections consist of the branches which
include atleast one adjacent un-observable branch.
Algorithm 2: RWLS State estimation

1. Initialize all bus voltages (v = 1);
2. Separate voltage measurements from
rest of the measurements;
3. Calculate Thikonov factor S;
4. Compute the weighing matrix W;
5. Calculate Ax' according to equation
(4);
6. If max|Ax'|<ethen
Stop. Ax" is the estimated state.
7. else
update Ax' to x’ ¥t = x" + Ax";
v =V + 1; Back to step 5.
8. endif
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In Algorithm 2, initially the residual (u - x)
of pseudo measurements is set to zero to eliminate
the effect of pseudo- measurements on the estimated
state and also improve the convergence of the
algorithm. However, if irrelevant injections are
eliminated before the state estimation, zeroing the
pseudo-measurement residuals is not needed.

V. TESTS AND RESULTS

In order to verify the proposed formulation,
tests with 3-bus DC, 3-bus AC, IEEE 14-bus and
IEEE 30-bus system have been set up.

A. 3-bus DC System

2

. T2 = 02 pu. n E
@{)—H_O riz= .0l pu. gy = 01 pu. J—Q—»
™ g %
Py

< Meter

Fig.1. Three-bus DC system

The three-bus DC system of Fig.1 is used to test
the proposed formulation and compare it with WLS
system. The results obtained are tabulated in table I.

3 BUS DC SYSTEM

WLS RWLS
Branch Power(pu) Power(pu)
Observable Unobservable Observable Unobsemvable
P1 4.0536 17.4225 3.807 4.0783
P2 -4 0167 -6.6905 -4.0479 -4.0693
P3 -0.0368 -10.732 -0.0152 0.2622
P13 2.036 11.3943 0.0348 0.5501
P23 A MA 0.0217 0.6532
p22 A MA 0.0644 0.5348

Table I. Comparison of WLS and RWLS with
3-bus DC system.

The obtained results show that both WLS and
RWLS systems produce similar state estimates for
observable system. But in case of unobservable
system, WLS method of SE fails to estimate the state
of system while proposed RWLS formulation
produces reliable estimates.

B. 3-bus AC System

Simple three-bus AC system used for testing is
shown in Fig.2.

® | Power Measurement
m: Voltage Magnitude Measurement

Fig.2. Three-bus AC system

The input data considered for testing the Ac system
in Fig.2 is tabulated in Table Il

Measurement, i | Type | Value (pu) | Ri (pu)
1 Piz 0.888 0.008
p P13 1.173 0.008
3 P2 -0.501 0.010
4 12 0.568 0.008
5 13 0.663 0.008
6 a2 -0.286 0.010
7 Vi 1.006 0.004
8 Vo 0.968 0.004

Table I1. Measurement data for 3-bus AC system

Results obtained on testing the AC system with
proposed algorithm are tabulated in Table 111
3BUS AC SYSTEM
Weighted Least Squares(WLS) Regularized Weighted Least Squares(RIWLS)
Observable System Unabservable System Observable System Unabsenvable System
Voltage(pu) Angle(Degrees) Voltage(pu) Angle(Degrees) Voltage(pu) Angle(Degrees) Voltage(pu)  Angle(Degrees)
1 1.0269 0 06775 0 1.0784 0 17071 0

2 1001 1184 .1535 828.9713 0.9919 0107 1013 -0.1201
3 09715 -2598 0.5673 17205 1.0002 0.0008 1.0042 -0.0334

Table I11. Comparison of WLS and RWLS with 3-
bus AC system

In this case, the system is tested by both
WLS and RWLS for the available measurement
data. Then an error is created in system by injecting
an error measurement at bus 1-2.

Both WLS and RWLS produce almost
same results in case 1. But on injection of error
measurements in the system, WLS method ceases to
estimate the state of the system.

C. IEEE 14-bus System

THREE  WINDING
TRANSFORMER _ EUNALENT

(G) ceneraToRS

©) s

CHRONOUS
CONDENSERS

7
8
4

a3t
N I e

N

3
"
e
L]
e

-’gh
P 14 BUS TEST SYST! 13 cove of Ac:

Fig.3. IEEE 14-bus 'system
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Sample IEEE 14-bus system on which the proposed
algorithm is tested to verify the accuracy in case of
larger systems is shown in Fig.3.

With the available measurement data, the
results obtained with proposed model are tabulated
in Table IV.

14 BUS AG SYSTEM
Weighted Least Squares(WLS) Regularized Weighted Least Squares(RWLS)
Obsenable System Unobservable System Obsenable System Unobsenvable System
Voltage(pu) | Angle(Degrees)  Voltage(pu)  Angle(Degress) Voltage(pu) Angle(Degrees) Vohage(pu) |Angle(Degrees)
1 1006792655 0 188816338 0 1.06015047 0 1.060152517 0
2 0989922749 5526519131 157028067 1661239969 1.000054376  0.14605947 | 1000060684 | 0.133919197
3 0951825653  -14.20392151 1845707624 4245563371 0.99967301 | -0.441945646 | 0.999692765 | -0.447456686
4 0967917276 1141468439 182473177 4126333056 1.000845426 -1.715780058 | 1.000864309  -1.728843488
5 0961487141  -9.758266672  1.807399773  -2796949139 1000015896 2 696336552 1.000023338 = 2715243445
6 | 1018497648 -16.07983067 1837880781 -4.743503809 1000095808 = -0.55513547 | 1.000120467 | 0568822204
7 0991932619 1475104721 1846262422 | -5.021228516 1000016127 | -0.217700054 | 1.000039504 | -0.221114837
8 | 1028695143 147400687 185826849 50168626 0999455699 | -0.481020083 | 0.999473142 0485715391
9 | 0976343916 1651254665 1833731832  -5.506974986  1.000043297  -2.629542046 | 1.000062354  -2.63408363
10 | 075826486  -16.74764900 1828767878 | -5.426842472 | 1000112099 | -0477479501 | 1.000123673 | -0.482043403
11| 0993190718  -16.63966368 1829030962 | -5.05712973 | 1000062573  -0.21265109 | 1.000070221 | -0.217339259
12| 1000908724 | 17.0202922 | 1.628136677  -5.028675434 0.999633673  -0.41213769 | 0999637951 -0.416209111
13 | 0993963395 | -17.0683239 | 1.824240682 | -5.039003194 | 1002332034 200233119 | 1.00236836 | -2.00536835

Table IV. State estimation of IEEE 14-bus system

A similar approach as specified in case of
3-bus AC system by injecting error measurement has
been carried out on IEEE 14-bus and IEEE 30-bus
system and results asre tabulated in Table IV and V
respectively.

30 BUS AC SYSTEM

Weighted Least Squares(WLS)

Obsenvable System Unobservable System
Voltage(pu) Ang\e(DﬂEgrees) Voltage(pu) Ang\e([gegrees) Voltage(pu) Ang\e(DﬂEgrees) Voltage(pu) Angle(Dﬂegrees)

0986540055 0.944010167 1.059947469 1.059941803
0970029018 | 6.263481833  0.927819011 6371409176 0.999945596 = 57.28625369 | 0.999940488  567.28610088

Regularized Weighted Least Squares(RWLS)
Obsenvable System Unobsenvable System

1
2
3 | 0947410829 | -6.841950127 0.901218506 -9.716007924 0.999958041 & 57.26643197 | 0.999953054 5726739471
4 0938414958 10.90214836 0888687841 -12.18004621 0.999966421 57.29081641 | 0.999960965 = 57.20201493
5 | 0933525491 1649407357 0887952703 1778392917 0999958452 = 57.29823684 | 0999953  57.09878589
6 | 093953419 | -12.99747692 0894023337 -14.45954025 0.999959526  57.30947674 | 0.999954121 5731067197
7 | 0.926749062 | -15.04427477  0.862503534 -16.27830524 0.999962439  67.20327657 | 0.999957013  57.29443847
8 | 0944923611 139607547  0.89873097  -15.2630056  0.999959778 = 57.28051447 | 0.999949717 5728195769
9 | 0966697641 -16.48127059 0992779149 -19.23936026 0.999964963 = 57.29003631 | 0.999974883 5727305681
10 | 0.947176736  -18.34454939  0.884006166  -27.41184472 0.999961591 67.29720274 | 0.999957445 = 57.2987709
11 1.009275609  -16.48127059  1.034325825  -19.23936026 0.999961554  67.29280209 | 0.999962509  57.2905919
12 0974664092  -17.69175699  0.888997745 2646290163 0.999962913  67.29339365 | 0999963066 6729369101
13 | 0995421586  -17.69175699 | 0.911766067 -25.45290163 0.999964267  57.29462437 | 0.999965285 5729506598
14 | 0955892204  -18.71367151 0.869023584 = 26.81754883  0.99996506 = £7.30122133 | 0.999966544  57.3014249
15 0949086715 187299424 | 0.868021684 2744648476  0.99996366 = 67.30401356 | 0999965763 5730444462
16 0.955648577  -18.27997417 | 0.872021562  -27.55426807 0.999963501 = 57.30133312 | 099996564 5730219233
17 | 0944064788  -18.57143472 0862383761 2866503605 0999964844 = 567.29328 | 0999966985 = 57.29607139
18 0935172001  -19.41952434 0836313486 2919273314 0.999965035  57.30047679 | 0.999968065 5730092862
19 | 093058985  -19.60627458 = 0.825749566  -3047425443  0.999964167 = 57.29620704 | 0.999967015 = 57.29935651
20 | 0933877634 -19.35810739  0.833883738  -30.03154019 0.999966971 ~67.30197153 | 0.999969135  57.303495
21 | 0932765975  -18.98206849 0849225991 -29.01995851 0099963529 = 57.3019295 | 0.999966295 = 67.30419382
22 | 0937156283  -18.71111899  0.836921117 | -29.36748935 099996193 | 57.30089471 | 0.999964691 = 57.30331603
23 0933112533 18.9956521 | 0843519567  -20.30404477 0.099964602  57.29855651 | 0.999966607 = 57.30070892
24 | 0923092443 -19.07875487 0828943268 -28.53934332 099996382 = 57.30005736 | 0.99996084 | 567.30124208
25 | 0927019895 187763636 | 0.853173616  -23.06460446 0.999964445 | 57.28617974 | 0.999959493 | 57.28651062
26 | 0907023271  -19.25925713  0.840661741 -21.9200497 = 0.999929567 67.30175229 | 0.999925543 6730191111
0939492429 | -18.29615761 | 0.873782922  -21.22005417 = 0.999959266 = 57.31684024 | 0.99995403 | 57.31698678

Table V. State Estimation of IEEE 30-bus system

It is observed from the above results that, as
the size of the system increases, the accuracy of
estimation by WLS decreases. On the other hand,
RWLS method of state estimation produces reliable
outputs larger systems for both observable and
unobservable systems.

The test results for Algorithm 1
(observability) for 3-bus DC, 3-bus AC, IEEE 14-
bus and IEEE-30 bus systems are as shown in Fig. 4,
Fig.5, Fig. 6 and Fig. 7 respectively.

25

-
Variances

1 2 3
Branches

Fig.4. Three-bus DC System
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Fig.5. Three-bus AC system
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Fig.6. IEEE 14-bus system
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Fig.7. IEEE 30-bus system

From the above graphical representation; it
can be observed that the variance of unobservable
islands of the power system are greater than the
threshold values and are depicted by long bar
graphs. On the other hand; the observable parts of
the system have variances within the threshold and
are almost equal to zero.

VI. CONCLUSION

This paper has presented a new model for power
system state estimation based on Thikonov
regularization and its comparison with conventional
WLS method. This new formulation has the property
of regularizing the non-linear system to linear
system and hence can be applied to both observable

Www.ijera.com 5|Page



B. Narsing Rao. Int. Journal of Engineering Research and Applications

www.ijera.com

ISSN: 2248-9622, Vol. 6, Issue 5, (Part - 3) May 2016, pp.01-06

and un-observable systems. This feature in-turn
eliminates the problem of lack of measurement data
which leads to ill-posed problems. A new approach
of observability analysis of a power system based on
variance of estimated power flows has also been
formulated.

Several tests have been conducted and has been
observed that SE with RWLS is far more
advantageous than conventional WLS method of
state estimation as it eliminates the problem of ill-
posed problems, provides accurate and reliable
outputs for both observable and un-observable
systems, and maintains the same range of accuracy
for small and large systems.

A major contribution of the proposed model is,
it simplified the process of state estimation. It also
transforms the problem of observability analysis
from being impediment to calculation to part of
problem analysis, i.e., this method eliminates the
need of observability analysis before state estimation
of system, Now, with this new formulation,
observability analysis is only a part of system
monitoring and may be carried out before of after
state estimation without any impact on the estimated
parameters.
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